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It’s true, we are aliens. But what are you going to do about it?
It’s a two-party system; you have to vote for one of us.

— “Kodos” in “Treehouse of Horror VII,” e Simpsons (Keeler,
Greaney and Cohen 1996).

One of the best-known and durable theories of political institutions is that the use of plurality elections
leads to the evolution of a two-party system. Although this theory existed prior to Maurice Duverger’s
statement of it (see Riker 1982b for a historical overview), his statement of “Duverger’s Law” and explanation
that it is the result of both meanical and psyological consequences of the institution of plurality elections
is the best-known articulation of the idea. is paper is concernedmostly with the laer, including the broader
concept of strategic voting, and the capacity within the electorate to engage in it.1

Although minor parties have played a relatively marginal role in mu of American history, with the
exception of the ascension of the Republican Party to major-party status in the civil war period, presidential
candidates of minor parties have had a pivotal role in many recent presidential elections. In the three of
the four most recent presidential elections (1992, 1996 and 2000), minor party candidates robbed the plurality
winner of an absolute majority of the popular vote, and in the 2000 election a number of candidates received
sufficient votes to decide the disposition of Florida’s and NewMexico’s electors, despite their relatively paltry
vote shares. us, clearly some segment of the electorate ose to express a “sincere” vote for minor candi-
dates, even though that oice may have diminished the ances of their next-most-preferred candidate in
the election. Why do some voters oose to vote sincerely, while others oose a strategic vote?

In this paper, I focus on the decision whether or not to support major-party candidates in the 1992,
1996 and 2000 presidential voters. For some voters, this was a sincere oice, while some others may have
preferred third-party candidates but ose to vote strategically in an aempt to blo the election of their least
preferred major-party candidate. I show that voters who were predisposed to vote for a third-party candidate
and in a state where the election was generally viewed as close (the so-called “baleground” states) were more
likely to make a strategic oice, while voters in non-baleground states were more likely to vote sincerely.
is effect, whi I term conditional strategic behavior, was stronger among those voters who displayed higher
levels of political sophistication.

1 Literature Review

As discussed above, the existence of Duverger’s Law precedes Duverger himself. Riker (1982b) traces its
evolution to the 19th century, noting that Henry Droop was the first to make a concise statement of the law,
in 1881, 70 years prior to Duverger, and that the law as “commonplace” knowledge by 1901 (756). Duverger,
however, did discuss the concept in greater detail than previous works, and concluded that both “meanical”
and “psyological” factors caused minor parties to fail to gain support in plurality systems. e “meanical”
effect is mostly one of disproportionality; parties need only receive a plurality of the vote to gain a whole seat
in a legislature, so it is possible for a party to gain a majority position in the legislature while only receiving
a minority of the popular vote, even independent of factors su as gerrymandering (Taagepera and Shugart
1989, 1993).

e “psyological” effect is perhaps more interesting, and the subject of greater controversy. Downs
(1957) built on Duverger’s Law to suggest the following:

A rational voter first decideswhat party he believeswill benefit himmost; then he tries to estimate
whether this party has any ance of winning. He does this because his vote should be expended
as part of a selection process, not as an expression of preference. Hence even if he prefers part
A, he is “wasting” his vote on A if it has no ance of winning, because very few other voters

1Also known as “tactical,” “sophisticated,” or “insincere” voting.
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prefer it to B or C. e relevant oice in this case is between B and C. Since a vote for A is not
useful in the actual process of selection, casting it is irrational (48).

us, to the extent voters are rational, they should vote strategically. Riker, in reviewing the extant literature
at the time, generally found that “a large amount of sophisticated voting occurs—mostly to the disadvantage
of the third parties nationally—so that the force of Duverger’s psyological factor must be considerable”
(764). More recent behavioral studies in various countries (Alvarez and Nagler 1998, 2000; Du and Palmer
2002; Wantekon 1999) have generally arrived at similar conclusions, although researers studying Canada
(Bowler and Lanoue 1992; Gaines 1999; Blais 2002) have found surprisingly lile strategic voting there, perhaps
due to stronger distinctions between Canadian parties than their counterparts in other countries and the
heterogeneity of party systems between provinces.

However, formal models of voting, focusing on parties and candidates as the strategic actors, have
met with mixed success (Cox 1997; Feddersen 1992; Palfrey 1989), and individual-level models have scarcely
fared beer, with Ferejohn and Fiorina (1974) suggesting that strategic voting is, contra Downs, irrational,
although Fey (1997) suggests a model that accounts for the strategic behavior of voters in response to polling
data, and Bueno de Mesquita (2000) suggests in his study of Israel’s 1990s experiment with separate, direct
election of the prime minister that political actors account for strategic behavior by voters when making
decisions to implement particular electoral laws (and the aggregate outcomes suggest that voters for minor
parties did, in fact, react strategically to the introduction of direct election of the prime minister).

Most interest in strategic voting in the United States has focused on the primary process (Bartels
1985, 1988; Southwell 1991; Abramson et al. 1992), where the opportunities for strategic voting are more
apparent and the candidates are generally beer substitutes for ea other. ere has also been some interest
in the incidence of strategic voting in terms of bloc voting against minority candidates (see e.g. Liu 2001).
Explanations of strategic voting in presidential elections have been less widespread.

Most explanations of voting for minor-party candidates have focused on factors other than strategic
considerations. One common theme has been that of disaffection and distrust of the political system: voters
are more likely to support third-party candidates due to feeling alienated from the major parties. Peterson
and Wrighton (1998) and Southwell (2003) both suggest that this is a primary cause of voting for minor
candidates. However, Ko (2003) indicates that support for third-party candidates leads to these feelings of
distrust and disaffection, and that for explanations of support for minor candidates we should look to the same
explanations as those for support of major-party candidates. Other explanations have focused on issue-based
“protest” voting motivated by the alleged failures of the two major parties on policy grounds (Rosenstone,
Behr and Lazarus 1996); Donovan, Bowler and Terrio (2000) find some support for this thesis in a study of
California third-party voters.2

Abramson et al. (1995), rather than aempting to explain support for third-party candidates George
Wallace, John Anderson, and Ross Perot, examine the relative feeling thermometer evaluations of candidates
in their respective elections and suggest that most of the failure of the minor candidates to win votes was a
result of the meanical features of Duverger’s Law, rather than a psyological effect, although they find a
drop-off effect in the support for all three minor candidates. In a similar vein, McCann, Rapoport and Stone
(1999) find a drop-off in support for Perot before and aer the campaign, although this effect was less marked
among those who were more active Perot supporters in their sample.

2e difference between protest voting and more general disaffection is not necessarily very clear-cut; however, generally protest
voting is believed to be motivated by particular issues (for example, the budget deficit in Ross Perot’s 1992 campaign), while disaf-
fection appears to be a more long-term phenomenon and less focused on particular issues than on failures of either the major parties
or government in general.
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2 eory

If we assume that voters have transitive preferences, they will have a (possibly incomplete) rank-ordering of
potential vote recipients. For example, in a four-candidate race, we can assume that a voter will rank at least
some of those candidates in some order based on her preferences.3 A voter is sincere if she votes for her most
highly-ranked candidate; otherwise, the voter is insincere. We can consider a voter strategic if she votes for
a candidate who will reduce the probability of a less-preferred candidate being elected. And, a voter’s oice
is pivotal if a ange in their vote would ange the outcome of the election.

For most voters, strategic voting is unnecessary. Voters who support a candidate who has a serious
ance of winning will not find themselves in a situation where they must decide whether or not they will
vote strategically—or, more accurately, their strategic oice is also the sincere oice, as a sincere vote for
their preferred candidate will also accomplish the strategic goal of reducing the ances of a less preferred
candidate taking office.

However, supporters of minor-party candidates and disaffected supporters of the major parties have
to decide between voting sincerely and making a strategic oice. Voting for a candidate unlikely to win the
election will have virtually no effect on the ances of ea of the major candidates winning; thus, this sincere
oice can be said to have no impact on the election—essentially having the same effect as abstaining. e
voter can instead make a strategic and insincere oice by voting for one of the candidates with a ance of
winning the election, whi will reduce the ances of the other contending candidates.4

For these supporters, the strategic/sincere oice rests on whether their vote is likely to be pivotal.
Although Downs (1957) argues that casting a non-strategic vote is irrational, that is only the case if the vote
has a non-negligible ance of affecting the outcome of the election. Sincere voting for minor candidates is
irrational in the sense that elections are not normally thought of as a forum for expressing general preferences,
but rather as a “selection process”; however, if political actors respond to election results as if they are referenda
on particular policies espoused by candidates, sincere voting for minor candidates may be rational in certain
circumstances.5 If a citizen’s vote is almost certainly not pivotal, it may be rational for voters to show their
public policy preferences by supporting a minor candidate.6

In the United States, the use of the Electoral College to elect the president creates an electoral envi-
ronment in whi voters will have varying incentives to engage in strategic voting. e use of the Electoral
College means that presidential candidates compete in 51 separate elections7 to gain electors, rather than a
single nationwide contest.8 As electors are selected on a per-state basis on an essentially at-large basis, and
states have varying levels of support for the two major parties, the competitiveness of the election in ea
state is a function both of the relative popularity of the candidates in the electorate at large and the partisan
dispositions of the electorate in a particular state.

us, voters may be considered rational if they express a preference, rather than merely taking part
in a “selection process,” in states where their vote is highly unlikely to make a difference in the outcome.

3e voter need not rank all candidates; she could simply rank one candidate above all the others.
4A voter could also vote insincerely, but not strategically, by voting for a candidate who is less preferred than their favorite

candidate, but who will not reduce the probability of their least preferred candidate winning the election. is sort of voting behavior
appears to be irrational, but could conceivably occur.

5For example, many politicians responded to the large percentage of the vote for Ross Perot in 1992 by aempting to balance
the federal budget, while large votes for reformist and pro-temperance minor candidates in the late 19th and early 20th centuries
encouraged politicians to enact a number of substantial political reforms and Prohibition.

6See e.g. Riker and Ordeshook (1968), Fiorina (1976), and Riker (1982a) who argued that voting should be seen as both “selection
processes” and “referenda.”

7ere are votes to select electors in all 50 states and an election in the District of Columbia for its three electors. As a simplifying
assumption, Maine and Nebraska—states that oose some of their electors at the congressional district level, rather than at-large—are
treated as having statewide at-large elections. For a recent discussion of the impact of the Electoral College on presidential election
outcomes, see Neubauer and Zeitlin (2003).

8Elections to legislatures in countries that use single-member district elections would also produce substantial opportunities for
the strategic environment to differ in the same election; see e.g. Du and Palmer (2002) and Gswend (2001).
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For example, according to CNN (2000), only 20 of the 51 elections for electors in 2000 were in so-called
“baleground” states that were expected to be close.9 us, a voter in one of the other 30 states or the District
of Columbia could presumably vote for a third-party candidate and thus have virtually no expectation of
affecting the presidential contest, as their vote would be highly unlikely to affect the disposition of their
state’s electors.10

Moreover, minor-party supporters with greater abilities to process and use information about poli-
tics—those who are more politically sophisticated (Luskin 1987)—should be able to distinguish more readily,
and accurately, between an opportunity for expressing a sincere preference and a situation in whi it is
important to vote strategically to reduce the possibility of a less-preferred candidate taking office. Previous
resear has indicated that differences in citiens’ political sophistication or expertise affects perceptions of
national economic conditions (Du, Palmer and Anderson 2000), voting in referenda (Althaus 1998) and
presidential elections (Bartels 1996), and aitudes toward tax policy (Bartels 2005), contrary to arguments
that members of the public for the most part act as-if they are fully informed or rational (Key 1966; Lau and
Redlawsk 1997). us we would expect observed paerns of strategic voting to be conditioned both on the
competitiveness of the state-level race and the voter’s ability to recognize situations in whi a sincere vote
would be cost-free.

3 An Aggregate Analysis of the 1992–2000 Elections

e first test of this theory in the 1992, 1996 and 2000 elections is at the aggregate level: did more sincere
voting for third-party candidates take place in states where the contest between the major parties was less
competitive?

Electoral returns from Levin (2002) and Leip (2003) were used to estimate a simple regression model:11

votes received by others
total valid votes cast

= α + β1
|Republican votes− Democratic votes|
Republican votes + Democratic votes

+

β2(Partisanship) + β3(Independence) + ɛ

e dependent variable is the percentage of the vote received by third-party candidates in the state. e
first term on the right is the marginality of the election, the plurality divided by the number of votes cast
for the two candidates receiving the most votes. e second and third terms are the historic partisanship
(percentage of Republican identifiers subtracted from Democratic identifiers) and independence (percentage
of self-identified independents) among the state electorates from 1992–2001, derived from CBS/New York
Times public opinion polls following the methodology established by Wright, Erikson and McIver (1987). All
of these variables were expressed as proportions in the range 0–1.

We would expect that, if voters took account of the institutional context when deciding whether or
not to vote strategically, the incidence of third-party voting would be lower in states where the major-party
candidates are running close. We would also expect the incidence of minor party support to be proportional to
the state’s historic level of independent identifiers. In 1992 and 1996, we would expect a positive relationship
between the partisanship variable and the level of minor party voting in the state, as Ross Perot’s candidacy

9e baleground states identified by CNN were: Arizona, Arkansas, Delaware, Florida, Illinois, Iowa, Louisiana, Maine, Mii-
gan, Missouri, Nevada, New Hampshire, New Mexico, Ohio, Oregon, Pennsylvania, Tennessee, Washington, West Virginia, and
Wisconsin. A more solarly assessment by McKee (2002) conducted aer the election, based on the internal strategy of the Gore
and Bush campaigns, identifies 17 baleground states, excluding Arizona, Illinois, and Nevada from the states identified by CNN.

10e distinction between “baleground” and “non-baleground” states is somewhat artificial; in truth, there is a continuum of
competitiveness among states, from very competitive (for example, Florida in 2000) and non-competitive (e District of Columbia,
in every election since its residents received representation in the Electoral College due to the 25th Amendment). However, the
allocation of resources by presidential campaigns appears to follow this simplistic classification seme very closely; see e.g. Shaw
(1999).

11For more sophisticated forecasting models of elections in the states, see Campbell (1992) and Rosenstone (1983).
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was generally more aractive to traditional supporters of the Republican Party than to Democrats. However,
in 2000, as the most popular third-party candidate (Ralph Nader) was expected to be more aractive to Demo-
cratic partisans than Republicans, we would expect a negative relationship between the partisanship variable
and the level of minor party voting in the state.

e results of this model for the three elections are shown in Table 1.12 In 1992, the results suggest
that relatively few voters incorporated strategic considerations into their vote oice; while the coefficient
for marginality is in the expected direction—suggesting that voters were more likely to support a third-party
candidate in states where the race between George H.W. Bush and Bill Clinton was not competitive—the effect
does not rea conventional levels of statistical significance with a two-tailed test. As expected, Republican-
leaning states were more likely to have higher levels of third-party support (p(t) < .001, two-tailed test),
as were states with higher numbers of independent identifiers (p < .01). is dynamic suggests that many
third-party voters genuinely believed that Ross Perot had a non-negligible ance of winning the election
and that his campaign’s efforts to negate beliefs that a vote for Perot was “wasted” were a least somewhat
effective.

e results for the 1996 election show clear effects of marginality; third-party support was signifi-
cantly higher (p < .001) in states where the race between major-party candidates Bill Clinton and Bob Dole
was not very competitive. As in 1992, third-party candidates generally aracted greater support in more
Republican states (p < .001)—perhaps in part as a result of many Republicans’ dissatisfaction with their
party’s nominee (Dole). While support for third-party candidates improved in states with more independent
identifiers, the effect was only marginally significant in the 1996 election (p < .097).

e results in 2000 indicate the effect of marginality, while fairly small, it is significant and in the
expected direction (p < .005). As expected, states with high proportions of independent identifiers had
significantly higher levels of voting for minor party candidates (p < .001); somewhat unexpectedly, minor
party voting was also proportional to the relative strength of the Republican party in the state, although this
effect is not significant.13

In summary, the aggregate evidence suggests that voters reacted to the strategic environment in the
1996 and 2000 presidential elections, but did not do so in 1992. However, due to the ecological inference
problem (King 1997), we cannot simply assume that individuals made a conscious oice to vote strategically
in closer states and vote sincerely in others. us an individual-level model of candidate oice should also
be examined.

4 Hypotheses

A number of general hypotheses about the voting behavior of individual voters are suggested by the litera-
ture. Fundamentally, respondents who are more strongly aaed to a major political party or a major-party
candidate should never vote strategically in a general election; partisans should have a candidate available
from their party, with rare exceptions, and will be disposed to vote for them.

Among those who favor a minor-party candidate (or a minor party in general), however, the decision
calculus is more complex: if the election between the major party candidates is close, per Downs supporters of
a minor-party candidate should defect from that candidate and vote strategically for less-objectionable major-
party candidate. However, if the election is not close, minor-party supporters should continue to favor the
minor-party nominee, as the probability of their vote making a difference in the general election is virtually
zero. In other words, we should expect conditional strategic behavior on the part of voters, where the behavior
is conditioned on their ability to recognize whether or not a sincere vote would be a “wasted” one.

12As the minimum reasonable value of the dependent variable is zero, a tobit model (Tobin 1958) was also estimated for ea
election; the results of that model were essentially identical to the ordinary least squares estimates.

13It is possible that, because more strongly Republican states tended also to be less competitive in this particular election, Demo-
cratic identifiers in those states felt more free to vote for Nader as their votes were less likely to be pivotal.
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Independent Coefficients (Standard Error)
Variable 1992 1996 2000

0.101 0.175*** 0.053**
Marginality of election in state (0.062) (0.041) (0.018)

0.390*** 0.203*** 0.038
Partisanship of state electorate (0.063) (0.049) (0.024)

0.399** 0.172† 0.243***
Independence of state electorate (0.119) (0.101) (0.051)

0.070† 0.033 −0.046*
Intercept (0.040) (0.033) (0.018)
Adjusted R2 0.457 0.363 0.361
F (3, 47) 15.01*** 10.49*** 10.43***

• Coefficients are ordinary least squares linear regression estimates. N = 51.

• e dependent variable is the proportion of the vote received by third-party and independent candidates in the state or District
of Columbia.

• *** indicates p(t) < .001; ** p < .01; * p < .05; † p < .10 (two-tailed test).

Table 1: Aggregate-level analysis of third-party voting in the 1992, 1996, and 2000 presidential elections.

is discussion assumes that the voter is rational and has sufficient information to decide whether
to vote strategically. Yet many voters are uninformed or misinformed. Hence we would expect more so-
phisticated voters to be more conscious of the need to make a oice to vote strategically in a close election.
is effect should be particularly pronounced among voters who favor policies advocated by the minor-party
nominee and, to a lesser extent, by the less-objectionable major party nominee. e hypotheses tested in the
models, including the “control” hypotheses, are shown in Table 2.

5 Data and Methods

To test these hypotheses, mass survey data collected from a random cross-section of the United States elec-
torate by the American National Election Studies (ANES) project in 1992, 1996, and 2000 was used (Rosenstone
et al. 1999a,b; and Burns et al. 2002); ea survey consisted of separate pre-election and post-election waves
conducted using a combination of telephone and face-to-face interviews. As none of these surveys included
a direct measure of strategic voting behavior, the vote oice reported by the respondent in the post-election
wave was used as the dependent variable.14 In order to simplify the analysis, only voters who reported a vote
for a major-party nominee or the leading independent candidate were included in the analysis.15

For ea election, a number of independent variables were included in the model to control for known
demographic influences on vote oice, including whether the respondent was female, African-American, or
a white southerner; whether the respondent was a self-identified white born-again Christian;16 whether the
respondent was married; the age, level of education, and household income of the respondent; and whether or
not anyone in the respondent’s household was a member of a labor union. e respondent’s party identifica-
tion was also included,17 as was the respondent’s level of political sophistication and a “feeling thermometer”

14e use of post-election data, instead of vote intentions expressed before the election, is a maer of some debate in the literature;
see Wright (1990); Gronke (1992); and Wright (1992) for a discussion of the issues, centered on reported voting in House elections.

15Specifically, ea election was modelled as a three-way oice: Bush, Clinton, or Perot in 1992; Clinton, Dole, or Perot in 1996;
Bush, Gore, or Nader in 2000.

16See, e.g. Wilcox and Rozell (1997) and Green, Rozell and Wilcox (2003).
17To ease interpretation of the results and to avoid including polynomial or collinear terms, the party identification scale was

split into two scales: strength of Republican identification, and strength of Democratic identification. Respondents who identified as
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1. White southerners and white born-again Christians should be more likely to support Republican candidates.

2. Bla voters should be more likely than non-blas to support Democratic candidates.

3. Voters in union households should be more likely than those in non-union households to support Democrats.

4. Female voters should be more likely than male voters to favor major-party candidates, and Democrats in partic-
ular.

5. Older and more educated voters should be more likely to support major-party nominees.

6. Strong partisans should be more likely to support their own parties’ nominees, and less likely to support the
opposite major-party nominee than a third-party candidate.

7. Voters in “baleground” states should be more likely to support major-party nominees than voters in non-
baleground states.

8. Voters who have greater affinity towardminor-party nominees should bemore likely to support them over major-
party candidates.

9. More sophisticated voters should be more likely to vote for minor-party candidates in non-baleground states
than in baleground states, particularly as their affinity for minor-party candidates increases.

Table 2: Hypotheses tested in the models of strategic voting.

rating of the leading third-party candidate (Perot in 1992 and 1996; Nader in 2000). A “baleground” variable
was coded 1 for respondents interviewed in states that were considered to be baleground states for either
of the two major-party candidates in that election year, as classified by Shaw (1999) for the 1992 and 1996
presidential elections and by McKee (2002), with guidance from Shaw, for 2000.18

e measure of political sophistication was estimated from an item-response theory model of re-
spondents’ abilities to correctly answer knowledge items included in the NES as well as their ability to make
correct relative placements of the parties and candidates on a variety of issue scales; for further details of the
measure, see the appendix below.

In the 1996 and 2000 elections, ameasure of policy interest in the outcome of the electionwas included:
for 2000, as both Gore and Nader were known for their advocacy of environmental causes, the respondent’s
evaluation of the importance of environmental issues was used to measure this policy interest; we would
expect respondents with higher levels of knowledge and higher interest in the environment to favor Gore, who
would be more likely to be in a position to promote pro-environment causes from within the government (due
to Nader’s slim ances at election), while less knowledgeable voters with interest in the environment might
favor Nader and not be thinking strategically. In 1996, a “deficit concern” measure was constructed from the
respondent’s responses to four questions on trade-offs between taxes, spending, and deficit reduction.19 A
summary of the variables taken from the 1992, 1996, and 2000 studies are listed in Table 3, and the coding of
the variables included in the models are indicated in Table 4.

As the dependent variable indicates a oice among three, unordered options, a multinomial model

independents were coded zero on both scales; all other respondents were coded on the appropriate scale based on their strength of
identification (1–3) and coded zero on the other scale; for example, a “weak Democrat” would be coded 2 on the Democratic scale
and 0 on the Republican scale, while an “Republican-leaning independent” would be coded 0 on the Democratic scale and 1 on the
Republican scale.

18McKee’s classifications were similar to those produced by CNN (2000); however, I ose to use McKee’s to improve comparability
between elections, and because the CNN classifications were unavailable for 1992 and 1996.

19Aempts to find or construct a suitable “policy interest” measure for the 1992 election within the 1992 ANES data set proved
fruitless; shoingly, respondents were not asked any questions about their personal aitudes toward the budget deficit, although
they were asked to identify whether they blamed the president or Congress more for its size. A series of questions were asked of
panel participants in 1990, some of whom carried over into the 1992 ANES, but this would have excluded over 1000 respondents from
the 1992 survey.
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Variable 1992 1996 2000

Vote oice V925612 V961082 V001249
Respondent’s gender V924201 V960066 V001029
Respondent’s race V924202 V960067 V001006A
Where respondent grew up V924125 V960711 V001014
Marital status V923904 V960606 V000909
Born-again Christian V923847 V960601 V000903
Respondent’s age V923903 V960605 V000908
Level of education V923908 V960610 V000913
Union household V924101 V960698 V000990
Household income V924104 V960701 V000994
Party identification V923634 V960420 V000523
Pol. sophistication V924205 V960070 V001033
Cand. feeling thermometer V923307 V960274 V000363

Table 3: Correspondence between common included variables and ANES variable numbers.

is appropriate. A number of potential models have been suggested in the literature, including multinomial
logit or MNL (Whien and Palmer 1996), conditional logit (McFadden 1974), nested multinomial logit, mixed
logit or MXL (Glasgow 2001), and multinomial probit or MNP (Alvarez and Nagler 1998; Sofield et al. 1998;
inn, Martin and Whitford 1999), ea of whi has various benefits and drawbas.20 Following Whien
and Palmer (1996), I used the MNL specification. e MNL models were estimated in R 2.4.0 (Ihaka and
Gentleman 1996; R Development Core Team 2006) with the vglm (vector generalized linear model) procedure
using the multinomial link in the VGAM paage via Zelig (Yee and Wild 1996; Imai, King and Lau 2006).
Missing data for the independent variables were multiply imputed using mice (Van Buuren and Oudshoorn
2005).

6 Results

e results of the analyses are presented in Tables 5–7. For ea election year, coefficient estimates for the
logged odds-ratio of selecting ea of themajor party nominees versus the third-party candidate are presented,
whi allow us not only to see whether or not strategic behavior took place, but also to see whimajor-party
candidates were affected by that behavior. Positive coefficients indicate a higher level of the independent
variable increases the odds of oosing the given major-party candidate, while negative coefficients indicate
increases in the independent variable increase the relative odds of selecting the minor-party candidate. e
model’s predictions of the behavior of “typical” independent-identifying male voters are shown graphically
in Figures 1–3. In ea of these figures, the independent variable is the hypothetical respondent’s feeling
thermometer evaluation of the third-party candidate, while the dependent variable is the predicted probability
of the respondent voting for that candidate. Ea figure includes four panels, corresponding to the level
of sophistication of the hypothetical voter illustrated; in ea panel, the predicted behavior of a voter in a
baleground state is compared to that of a voter in a non-baleground state.21

20Most notably, MNL is subject to the “independence of irrelevant alternatives” or IIA assumption. However, alternative models
generally must be estimated using simulation teniques like Markov ain Monte Carlo (MCMC), don’t allow individual-level
variables (in the case of conditional logit), require oice-specific variables to provide non-fragile estimates (Keane 1992), and/or
generally are not provided by common statistical paages. Moreover, the degree to whi the IIA assumption is problematic in
political science resear is subject to some debate; see Whien and Palmer (1996, 255–56) for a discussion.

21In ea panel, the other variables are set to their means in that year’s ANES (for continuous or ordinal variables) or the modal
category. Both partisan identification variables are set to zero (“true independent”).
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Variable Description

White southerner Coded 1 for self-identified white respondents
who grew up in the South (ANES
state/country codes 141–159).

Bla Coded 1 for self-identified bla respondents.
Female Coded 1 for female.
Married Coded 1 for married respondents.
White born-again Christian Coded 1 for white respondents who consider

themselves “born-again” Christians.
Age Respondent’s age in years.
Education Seven-point scale indicating respondent’s

level of education (range: 1–7).
Union household Coded 1 for respondents who reported a

union member in their household.
Household income Respondent’s household’s income category

(range 1–24 in 1992 and 1996; 1–22 in 2000).
Party identification strength See text.
Baleground See text.
Candidate feeling thermometer Respondent’s evaluation of the candidate on

a 101-point scale (range: 0–100).
Political sophistication Interviewer’s evaluation of the respondent’s

level of political information. 5-point scale,
reversed (range: 0–4).

Deficit spending (1996) Responses to trade-off questions between
deficit reduction and budget anges;
higher levels indicate greater support for
measures to reduce the deficit. Five-point
scale constructed from V961219, V961221,
V961227, and V961228 (range: 0–4).

Environmental importance (2000) How important the respondent considers
environmental issues, from V000777 (range:
1–5).

Table 4: Coding of variables in the models
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Independent Coefficient (Std. Err)
Variable log(Bush/Perot) log(Clinton/Perot)

(Intercept) −3.503† −0.972
(2.058) (2.020)

White southerner 0.603* 0.117
(0.239) (0.243)

Bla 0.944 2.150***
(0.655) (0.549)

Female 0.533** 0.444*
(0.187) (0.181)

Married 0.174 −0.307
(0.208) (0.200)

White, born-again 0.165 −0.636**
(0.202) (0.221)

Age 0.014* 0.013*
(0.006) (0.006)

Education 0.164* 0.166*
(0.066) (0.066)

Union household 0.023 −0.119
(0.236) (0.223)

Household income −0.009 −0.026
(0.020) (0.019)

Democratic ID strength −0.252† 0.743***
(0.132) (0.102)

Republican ID strength 0.697*** −0.477***
(0.104) (0.131)

Baleground 1.982 0.910
(1.505) (1.482)

Sophistication 1.719* 1.125
(0.762) (0.748)

Perot feeling thermometer 0.028 −0.020
(0.035) (0.034)

Baleground × Soph. −0.987† −0.606
(0.552) (0.547)

Baleground × Perot FT −0.034 −0.002
(0.027) (0.025)

Soph. × Perot FT −0.035** −0.014
(0.013) (0.013)

Baleground × Soph. × Perot 0.020* 0.008
(0.010) (0.009)

Log likelihood (L) −911.698
Wald test versus intercept-only model χ2(38) 1589.854***
Percent correctly classified 75.99%
Proportional reduction in error 54.34%

• Coefficients are multinomial logit maximum-likelihood estimates. N = 1445

• *** indicates Pr(t) < .001, ** p < .01, * p < .05, † p < .10 (two-tailed test).

Table 5: Results of the 1992 individual-level model.
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Independent Coefficient (Std. Err)
Variable log(Clinton/Perot) log(Dole/Perot)

(Intercept) 4.536* 1.275
(2.174) (2.257)

White southerner −0.327 −0.171
(0.400) (0.403)

Bla 3.110* 0.187
(1.205) (1.581)

Female 0.682* 0.227
(0.323) (0.331)

Married −1.346** −1.132**
(0.420) (0.431)

White, born-again −0.210 0.563
(0.374) (0.366)

Age 0.023* 0.038***
(0.011) (0.011)

Education 0.125 0.152
(0.119) (0.119)

Union household 0.277 −0.512
(0.385) (0.398)

Household income 0.086* 0.127***
(0.035) (0.037)

Democratic ID strength 0.954*** −0.346
(0.195) (0.228)

Republican ID strength 0.112 0.966***
(0.224) (0.212)

Sophistication −0.801 −0.391
(0.754) (0.762)

Baleground 0.975 1.374
(3.440) (3.460)

Perot feeling thermometer −0.103*** −0.083**
(0.030) (0.030)

Soph. × Baleground −0.906 −1.013
(1.138) (1.144)

Baleground × Perot FT −0.027 −0.018
(0.060) (0.060)

Soph. × Perot FT 0.010 0.008
(0.011) (0.011)

Soph. × Baleground × Perot FT 0.019 0.015
(0.020) (0.020)

Deficit aitudes −0.429 −0.096
(0.364) (0.389)

Deficit × Soph. 0.095 −0.015
(0.143) (0.151)

Log likelihood (L) −414.251 N = 942
Wald test versus intercept-only model χ2(42) 1164.152***
Percent correctly classified 84.08%
Proportional reduction in error 65.68%

Table 6: Results of the 1996 individual-level model.
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Independent Coefficient (Std. Err)
Variable log(Gore/Nader) log(Bush/Nader)

(Intercept) 4.443 4.123
(4.966) (5.069)

White southerner −0.133 0.164
(0.824) (0.814)

Bla −0.467 −0.702
(1.177) (1.284)

Female 0.694 0.448
(0.528) (0.535)

Married −0.475 −0.301
(0.574) (0.583)

White, born-again −0.574 0.373
(0.628) (0.617)

Age 0.046* 0.037†
(0.020) (0.020)

Education 0.071 −0.138
(0.186) (0.189)

Union household −0.362 −0.527
(0.639) (0.657)

Household income 0.080 0.091
(0.078) (0.078)

Democratic ID strength 1.941*** 0.409
(0.420) (0.437)

Republican ID strength 0.250 1.392***
(0.404) (0.387)

Sophistication −1.035 −0.015
(1.615) (1.644)

Baleground 16.399† 16.002†
(9.486) (9.551)

Nader feeling thermometer −0.008 −0.049
(0.046) (0.047)

Soph. × Baleground −4.501 −4.517
(2.789) (2.808)

Baleground × Nader FT −0.258* −0.223†
(0.125) (0.127)

Soph. × Nader FT −0.017 −0.009
(0.015) (0.015)

Soph. × Baleground × Nader FT 0.072† 0.064†
(0.037) (0.038)

Environmental importance scale −1.356 −0.371
(0.992) (0.980)

Env. import × Soph. 0.492 0.123
(0.307) (0.300)

Log likelihood (L) −263.733 N = 793
Wald test versus intercept-only model χ2(42) 1321.553***
Percent correctly classified 88.15%
Proportional reduction in error 75.58%

Table 7: Results of the 2000 individual-level model.
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Feeling thermometer rating for Perot, 1992
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Figure 1: Predicted probabilities of an independent voter casting a ballot for Ross Perot in 1992.

e results in 1992 strongly support the hypothesis that strategic behavior was conditional on both the
electoral environment and the voter’s ability to recognize that environment. Figure 1 illustrates the interaction
between sophistication, the respondent’s affinity for Perot, and whether or not the state was a “baleground”
state. For less sophisticated voters (in the “Below Average Sophistication” pane of the graph), the effect of
the strategic environment is minimal: there is a simple, direct relationship between affinity for Perot and the
voter’s odds of oosing to vote for him over Bush or Clinton. However, among more sophisticated voters,
we see a significantly “flaer” relationship in baleground states than in non-baleground states, suggesting
that more sophisticated voters were auned to the possibility of “wasting” their votes in more competitive
states. An examination of the coefficients underlying these effects suggests that for voters in 1992, the strategic
oice was primarily between Perot and Bush, indicating that Perot’s support among independent voters was
largely due to disaffection with Bush.

e demographic and other control variables in 1992 suggest that female, older and beer-educated
voters were significantly more likely to favor one of the major-party nominees over Perot. White southerners
were significantly more likely than non-bla northerners (the reference category) to favor Bush over Perot.
African-Americans were significantly more likely to favor Clinton over Perot—hardly a surprise, given Perot’s
disastrous appearance before the NAACP in July of 1992, whi precipitated his brief exit from the race—while
white born-again Christians were more likely to favor Perot over Clinton. As we might expect, stronger
partisans (“in-partisans”) were more likely than independents to support their party’s nominee over Perot,
while “out-partisans” were less likely to do so.

e conditional strategic behavior hypothesis, however, fares poorly in 1996. While the graphical ev-
idence in Figure 2 suggests that the most sophisticated voters did engage in strategic behavior in baleground
states, none of the interactions are statistically significant. Instead, we see a fairly clear, direct relationship
between support for Perot and the respondents’ odds of oosing him over Clinton or Dole. e la of evi-
dence for conditional strategic behavior may simply indicate that most voters, on the basis of media coverage
and polling data, concluded that the race between Clinton and Dole was so lopsided that most voters in “bat-
tleground” states did not actually believe the disposition of their state’s electors would affect the national
outcome.
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Feeling thermometer rating for Perot, 1996
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Figure 2: Predicted probabilities of an independent voter casting a ballot for Ross Perot in 1996.

Feeling thermometer rating for Nader, 2000

P
re

di
ct

ed
 p

ro
ba

bi
lit

y 
of

 v
ot

in
g 

fo
r 

N
ad

er
 in

 2
00

0

Very Low Sophistication

0.0
0.2
0.4
0.6
0.8
1.0

Below Average Sophistication

0 20 40 60 80 100

0.0
0.2
0.4
0.6
0.8
1.0

0 20 40 60 80 100

Above Average Sophistication Very High Sophistication

Non−battleground state
Battleground state

Figure 3: Predicted probabilities of an independent voter casting a ballot for Ralph Nader in 2000.
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As in 1992, older voters were significantly more likely than younger voters to prefer both major-party
nominees, as were voters with higher household incomes. Also like 1992, bla voters were significantly more
likely to prefer Clinton over Perot; female voters were also more likely to prefer Clinton over Perot. Unlike
in the previous election, however, white southerners and born-again Christians were no more likely to prefer
Perot over the Republican nominee. e partisan effects in 1996 were similar for “in-partisans”; however,
“out-partisans” were no more likely to prefer Perot over the opposite party’s nominee than independents,
suggesting Perot’s cross-over appeal had diminished by 1996.

In the 2000 election, the conditional strategic behavior hypothesis performs fairly well.22 Surprisingly,
the effects indicate that Nader aracted strategic behavior relative to both candidates (the 1992 results only
showed conditional strategic oice between George H.W. Bush and Perot), and are illustrated graphically
in Figure 3. e results suggest that among less sophisticated voters, support for Nader was generally low
(except among voters who rated Nader very high on the feeling thermometer scale); by contrast, in the “Very
High Sophistication” panel we see conditional strategic behavior: the voters who rate Nader the highest on
the feeling thermometer are less likely to vote for him in baleground states than in non-baleground states.
Unlike in earlier elections, the control variables perform rather poorly; as in 1992 and 1996, older voters are
more likely to support a major-party nominee than Nader, and we see the familiar “in-partisan” effects.

7 Conclusions

In this paper, I have advanced a theory of conditional strategic behavior—that voters decide between casting
a strategic or sincere ballot based on their perception of the electoral environment. Voters with higher levels
of political knowledge are more likely to perceive the electoral environment—whether or not an election will
be close—correctly, and demonstrate higher levels of Downsian rational behavior. e results of an analysis
using the 1992, 1996, and 2000 American National Election Studies suggest that conditional strategic behavior
took place in at least 1992 and 2000; while the 1996 results do not suggest this behavior took place, it may
simply be due to the national electoral environment in that year being uncompetitive due to a moderately
popular incumbent president seeking re-election against a weak opposition-party nominee.

One avenue for future researwould be to broaden the analysis to use an indicator of competitiveness
that is more nuanced than the “baleground”–“non-baleground” diotomy, using indicators su as poll
results as used in typical forecasting models (e.g. Rosenstone 1983 and Campbell 1992) or perhaps measures
of campaign spending in particular states (Shaw 1999). is type of analysis would perhaps improve our
understanding of the effects of campaign expenditures and the psyological impact of poll results on vote
oice. Other potential measures would include the respondent’s estimate of the closeness of the election in
his or her state, or the actual marginality of the election in the particular state.23

AsDuand Palmer (2002) show, differences in strategic behavior within the electorate are not unique
to U.S. presidential contests; they demonstrate that more sophisticated voters, when presented with hypothet-
ical electoral environments, select between sincere and strategic oices—they behave with Downsian ratio-
nality when the electoral environment requires a strategic oice (in the Hungarian case, when their preferred
party’s candidate has a negligible ance of reaing a run-off round), but will cast sincere ballots when the
overall outcome is not in question. is effect should be observable in any context where the voting system
allows for strategic behavior to be preferable to a sincere oice.24

e idea of conditional strategic behavior is also related to the interest in the American context
in whether or not voters prefer divided or unified government, and whether voters act on that preference

22Due to the significantly smaller 2000 ANES sample, and the small (but consistent with overall returns) number of respondents
who reported voting for Nader, the 2000 results should be viewed with some degree of caution.

23e closeness question, alas, was only asked about the national result in the 2000 ANES.
24Arrow (1970) argues that all electoral systems that include oices between more than two options cannot be “ideal”; this is

known as “Arrow’s Impossibility eorem.” All electoral rules appear to fail this “idealness” test by permiing strategic behavior of
some form or another.
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when casting their ballots—what Lacy and Paolino (1998) and Smith et al. (1999) term “nonseparable prefer-
ences.” Specifically, voters may have nonseparable preferences—for example, they may prefer a Democratic-
controlled executive and a Republican-controlled legislature—but be in an electoral situation where a strategic
vote to accomplish that end is meaningless, as one election is (or both elections are) non-competitive. In these
circumstances, while it might be rational to cast a ballot consistent with these preferences, a sincere vote on
other grounds is possible—either for the major-party candidate who is likely to win, or a minor-party can-
didate. us survey and other evidence showing that many voters’ oices aren’t consistent with “cognitive
Madisonianism” may be the result of the la of competitiveness of many districts and states. is might be
a worthwhile area for further resear.

It would also be desirable to follow-up this resear with data collected to beer understand the
nature of voting for minor-party candidates. e present ANES, with its limited sample size, relative la
of interest in minor-party candidates, and la of questions on strategic motivations, is insufficient for the
deeper understanding that resear on the strategic motivations of voters requires in the future. Fielding of
survey-experiment hybrids in the United States, like the Hungarian example used by Du and Palmer (2002),
might improve our ability to find the determinants of who votes strategically and why.

Appendix: An Item-Response eory Model of Political Sophistication

Traditionally, political sophistication has been measured by users of the American National Election Study
using one of two methods: either producing an index based on the number of correct answers to the political
knowledge items included in the NES, or relying on the interviewer’s evaluation of the respondent’s level of
political knowledge.

I depart from these teniques by employing an item-response theorymodel (Johnson andAlbert 1999)
to measure respondent sophistication in this analysis. IRT models were developed for use in educational
psyology to facilitate standardized testing, and have been adapted for use in political science previously
to estimate the ideal points of Supreme Court justices (Martin and inn 2002) and legislators (Clinton,
Jaman and Rivers 2004). In addition, the tenique has also been proposed for the measurement of political
knowledge (Delli Carpini and Keeter 1996; Levendusky and Jaman 2003; Lawrence 2003) but has not been
widely used to date in the literature. For estimation of respondent sophistication, the IRT model has two key
advantages over the use of a naı̈ve index: the estimates inherently give greater weight to more “useful” items,
and the IRT estimates are less coarse than additive indices, whi take on only integer values.

e method is briefly as follows: assume ea subject j has a latent ability or ideal point θj and
ea item (survey question) i has two parameters associated with it: a difficulty denoted αi (how “hard” the
question is—a measure of how likely a randomly-selected subject is to get it correct) and a discrimination
parameter denoted βi (how well the question distinguishes between subjects with varying levels of the latent
trait). en we can define zij , the probability that the observed response xij is correct, as:

zij = −αi + βiθj + ɛij

We cannot observe this probability directly; however, we can treat zij as an unobserved utility, and
use a random utility approa (as in the standard probit and logit models):

Pr(xij = 1|θj) = F (zij)

Generally, F is the standard normal cumulative density function (Φ). With suitable constraints on
the distribution of α and β (namely, that they are distributed normally with a mean of zero and a precision25

of one) and theta (assumed to be normally distributed as well), the model is identified sufficiently to produce

25In the Bayesian framework, precisions are used instead of variances. e precision is simply the reciprocal of the variance.
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a solution.26 Estimation of this model via Markov ain Monte Carlo is readily available in MCMCpack for R
(Martin, andinn 2006).

e responses used to estimate the respondents’ level of sophistication fall into two broad categories:
knowledge items included on the NES, and the correctness of the relative placement of the major parties and
major-party politicians on ideological and issue scales.

e knowledge items used are correct identification of the vice president (1992 and 1996) or prominent
cabinet member (Janet Reno in 2000), the ief justice of the United States, a prominent foreign leader (Boris
Yeltsin in 1992 and 1996; Tony Blair in 2000), the speaker of the House (1992 and 1996) or Senate majority leader
(2000), and correctly identifying the majority party in ea amber of Congress. In 1992, two additional
questions are included—one testing respondents’ knowledge of the Supreme Court’s power of judicial review,
the other testing if respondents know who is responsible for nominating judges to the federal ben. In
2000, biographical questions about the major-party presidential candidates and their running-mates were
also included in the scale.

e relative placement items included (in years the questions were available) placement of both the
major-party presidential candidates and their parties on the liberal-conservative 7-point scale; the services-
spending scale; the government/private health insurance scale; the government/individualist jobs scale; the
aid to blas scale; the abortion scale; a crime policy scale; an environmentalism versus jobs scale; a environ-
ment versus business regulation scale; and a gun control scale.

For the 1992 American National Election Study, the Pearson’s correlation coefficient (r) between the
generated sophistication measure and the interviewer evaluation was 0.58 and the polyserial correlation27

was 0.60; for 1996, the Pearson’s r was 0.41 and the polyserial correlation was 0.53; and for 2000, the Pearson’s
r was 0.59 and the polyserial correlation was 0.61. In all cases, the correlation was statistically significant at
the 99.9% confidence level. Further validity tests of the measure are presented in Lawrence (2007).
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